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SUMMARY

Profile average surface temperature at midspan and overall coolant pressure drop have been measured previously in a tunnel examination of a particular air-cooled turbine nozzle section. In this Memorandum values estimated using a procedure based on that described in Reference 1 are compared with those test results.

The agreement in the comparison is fairly good except for the effect of the gas/coolant temperature ratio. It is suspected that the internal heat transfer equation as adopted in Reference 1 is not applicable at the low Reynolds numbers of the coolant flows in this case.
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1.0 Introduction

In Reference 1 a method of estimating average surface temperatures and coolant pressure drops in air-cooled turbine blading is described. This method is applicable to internally spanwise-ventilated blading subjected to uniform gas conditions.

A cascade tunnel installed at this Establishment provides a satisfactory system for testing cooled blades of a representative turbine nozzle profile. It has been used for cooling studies on a variety of blades, and the test results of one particular internally air-cooled blade are here compared with predictions based on the method given in Reference 1. The test results are abstracted from Reference 3; they are those of the Higgin excitation profile \( \mu, 1881/1 \) in the tip-shrouded mode of operation. This mode was selected as a distribution of the coolant which is unaffected by static pressure variation across the tip of the blade and an assumption implicit in the estimating procedure. The comparison is limited to perimeter-average surface temperatures at midspan only, and to overall coolant pressure drop.

2.0 Scope of the Investigation

In making the comparison between estimated and test results it is preferable to modify the simple calculation outlined in Reference 1 to suit the tunnel conditions, rather than to correct the test results for certain effects not incorporated into the original estimating procedure. To this end the calculations incorporate modifying factors, based on tunnel measurements, to introduce the effects of radiation exchange between the test blade and its surrounds and of discrepancies between blade average surface temperature and mean temperature around the cooling duct perimeters.

To improve upon the accuracy of the basic calculation, the external heat transfer coefficient measured in Reference 2 was substituted for that embodied in the procedure of Reference 1. Smaller changes were also made in substituting actual blade dimensions for some representative values assumed in the original.

Optical measurement of the coolant channel areas and perimeters was of uncertain accuracy because of the difficulty in preparing a perpendicular cross-section without voids or channels. Projection methods were unsuitable because of a slight variation in the hole geometry along the length of the section. Accordingly the area and perimeter of a single passage, equivalent in isothermal incompressible flow to the eleven channels was deduced from a series of hydraulic tests.

As before, \( 0.01 \) on the relative temperature scale was regarded as being a significant difference (or error).

2.1 Test range

The range of the calculations was as follows:
Gas effective temperature  | Blade outlet Mach number | Coolant Temperature ratio | Blade outlet Reynolds number
\( T_g \) (°K)  | \( M_b \)  | \( \frac{\nu_c}{\nu_g} \)  | \( \frac{\nu_c}{\nu_{Cl}} \)  | \( Re_b \)
523  | 0.25  | 0.01  | 1.78  | 2.4 \times 10^6 / 5.9 \times 10^5
773  | 0.45  | 0.02  | 2.57  | 1.4 \times 10^6 / 3.9 \times 10^5
1023 | 0.65  | 0.03  | 3.4  | 10^8 / 2.1 \times 10^5

The coolant inlet temperature, \( T_{ci} \), was assumed constant at 300°K.

3.0 Blade measurements

Reference 3 contains inspection dimensions from the tunnel, with the test blade in position. Certain minor discrepancies from the design were revealed, but these have been neglected here. The design values incorporated into the calculation are as follows:

- Chord, \( c \) = 0.105 ft
- Pitch, \( s \) = 0.122 ft
- Span, \( L_s \) = 0.776 ft
- Incidence, \( \theta \) = 0°
- Blade inlet angle, \( \theta_i \) = 0°
- \( \cos^{-1} \frac{s}{c} \) = 65°
- Blade perimeter, \( S_b \) = 0.41 ft
- Platform surface area, \( A_R \) = 1.52 \times 10^{-2} \text{ ft}^2
- Section length, \( L_p \) = 0.466 ft

The actual position of the blade was similar to that of the test blade used to obtain the external heat transfer coefficients, so that these results should be applicable here.

3.1 Internal passage measurement

Because of the difficulty in obtaining a representative cross-section and suitably preparing it for the optical measurement of internal passage areas and perimeters, a single passage, equivalent in isothermal incompressible flow, was deduced from measurements of flow and pressure drop in a series of hydraulic tests. For this purpose the Fanning equation was adopted as follows:
Accepting the assumptions that:

(a) the effect of a sharp edged entry may be interpreted as an effective increase in friction factor, $f$, represented by $(1 + C_e)$. For the present blade geometry a value of $C_e$ of 0.06 was selected and assumed constant for turbulent flow. Variation in the value of $C_e$ has but a relatively small influence on the final determination of passage dimensions. For laminar flow $C_e$ was assumed to be zero.

(b) the empirical friction factor, $f$, is:-

in turbulent flow $= 0.079 \frac{Re}{10}$

in laminar flow $= 16 \frac{Re}{10}$

(c) the velocity distribution factor, $\alpha$, is $^6$:-

in turbulent flow $= 1$

in laminar flow $= 0.5$

then the Fanning equation can be rewritten in terms of $\beta$ and $\alpha$ and the measured $W_c$, $\Delta P_c$ relation.

Figure 1 gives the isothermal incompressible relation between flow rate and pressure drop as measured using water at 15°C. From this, three conditions were selected, two from the laminar and one from the turbulent regimes:-

(i) in laminar flow $W_c = 0.1 \text{ lb/sec, } \Delta P_c = 32.5 \text{ lb/ft}^2$

(ii) in laminar flow $W_c = 0.2 \text{ lb/sec, } \Delta P_c = 64 \text{ lb/ft}^2$

(iii) in turbulent flow $W_c = 1 \text{ lb/sec, } \Delta P_c = 1.55 \times 10^8 \text{ lb/ft}^2$

Substituting these values in the Fanning equation yields:-

(i) $S_c^2 = 1.04 \times 10^8 A_c^3 - 1.59 \times 10^8 A_c$

(ii) $S_c^2 = 1.345 \times 10^9 A_c^3 - 3.18 \times 10^9 A_c$

(iii) $S_c^{1.25} = 1.550 \times 10^9 A_c^3 - 2.50 \times 10^9 A_c$

These three relations are plotted in Figure 2. There are no unique values which satisfy all three curves. This must be attributed to slight errors in the assumed values for $\alpha$ and $C_e$ in the Fanning equation. The nearest common values were selected as:-

$$A_c = 7.8 \times 10^{-4} \text{ ft}^2$$

$$S_c = 0.615 \text{ ft}$$
The corresponding total measurements from enlargements of six-view photographs (figure 3 is traced from the root view) were rather different. They were:

\[ A_C = 5.7 \times 10^{-4} \text{ and } 9 \times 10^{-4} \text{ ft}^2 \]
\[ S_C = 0.249 \text{ and } 0.548 \text{ ft} \]

respectively from root and tip photographs.

The apparent dimensions from the hydraulic tests were selected for incorporation into the calculations, to be utilized in equations of the same nature as those used in their deduction.

4.0 Calculations

4.1 Blade and coolant temperature

The calculations were based on the approximate method of Reference 1, in which the parameter \( X = \frac{L_B}{L_C} \) is assumed constant along the span, the heat transfer coefficients being evaluated at the midspan gas and coolant conditions.

The coolant heat transfer equation quoted in Reference 1 was adopted;

\[ N_u = 0.024 \frac{(\frac{L_B}{L_C})^{0.12}}{X^{0.8}} \left( \frac{T_{w,m}}{T_{m,0}} \right) \left( \frac{T_{w,m}}{T_{m,0}} \right)^{0.43} \]  
\[ \ldots \ldots (7) \]

The gas to blade heat transfer coefficients obtained in this tunnel (in the absence of radiation) have previously been reported\(^2\), and the experimental extrapolation to the temperature ratio \( T_{w}/T_{m,0} = 1 \)

is reproduced in Figure 4. The design rule from Reference 1 is compared with these test results in the same figure and is shown to be generally low. The error varies between 5 per cent and 19 per cent at the extremes of the Reynolds number range \( 10^5 \) to \( 5.8 \times 10^6 \). To improve upon the accuracy of the calculation the following power approximations to the test results were introduced into the calculation:

(a) \( R_e < 2 \times 10^6 \)

\[ R_{e_3} = 1.154 \ R_e^{0.403} \left( \frac{T_{w,m}}{T_{m,0}} \right)^{-0.15} \]  
\[ \ldots \ldots (3) \]

(b) \( R_e > 2 \times 10^6 \)

\[ R_{e_4} = 0.055 \ R_e^{0.718} \left( \frac{T_{w,m}}{T_{m,0}} \right)^{-0.24} \]  
\[ \ldots \ldots (4) \]
Introducing the design external dimensions quoted in Section 5.0
and the experimentally determined internal measurements from 5.1 gives the
following parameters:

\[ \bar{X} = 0.353 \phi^{0.8} R_e^{0.537} \left( \frac{T_{cm}}{T_d} \right)^{0.834} \left( \frac{T_d}{T_{bl}} \right)^{0.71} \]  \( \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \)  \( 5 \)

\[ \bar{X}' = 17.6 \phi^{0.8} R_e^{0.885} \left( \frac{T_{cm}}{T_d} \right)^{0.834} \left( \frac{T_d}{T_{bl}} \right)^{0.71} \]  \( \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \)  \( 6 \)

and

\[ \bar{K} = 13.9 \phi^{0.1} R_e^{0.537} \left( \frac{T_d}{T_{bl}} \right)^{-0.18} \left( \frac{T_d}{T_{cm}} \right)^{0.18} \frac{X}{1 + \bar{X}} \left( \frac{X + 0.627}{0.375} \right) \]  \( \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \)  \( 7 \)

\[ \bar{K}' = 0.675 \phi^{-0.285} R_e^{-0.285} \left( \frac{T_d}{T_{bl}} \right)^{-0.18} \left( \frac{T_d}{T_{cm}} \right)^{0.18} \frac{X}{1 + \bar{X}'} \left( \frac{X + 0.627}{0.375} \right) \]  \( \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \)  \( 8 \)

where \( \bar{X} \) and \( \bar{K} \) are applied if \( \phi \) is less than \( 2 \times 10^6 \) and \( \bar{X}' \) and \( \bar{K}' \) at
Reynolds numbers between \( 2 \times 10^6 \) and \( 10^7 \).

Following Reference 1, the blade relative temperatures and coolant
relative temperatures at midspan were calculated from:

\[ \bar{T}_{bl} = \frac{T_{bl}}{T_d} - \frac{T_{bl}}{T_{cm}} = 1 - \frac{X}{1 + \bar{X}} e^{-\frac{X}{2}} \]  \( \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \)  \( 9 \)

and

\[ \bar{T}_{cm} = \frac{T_{cm}}{T_d} - \frac{T_{cm}}{T_{bl}} = 1 - e^{-\frac{\bar{X}}{2}} \]  \( \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \)  \( 10 \)

where \( \bar{T}_{bl} \) signifies the substitution of \( \bar{X} = \frac{T_{bl}}{2} \) into \( \bar{X} \), and where prime
values of \( \bar{X} \) and \( \bar{K} \) are used when applicable. The corresponding temperatures are listed in Columns 1 and 2 of Table I.

4.2 Modification to basic calculation

Having obtained first approximation values of blade and coolant mid-
span relative temperatures as above, corrections were made to the calcula-
tion to introduce the effects

(a) of radiant heat exchange between the test blade and its
surrounds, and

(b) of variation of metal temperature within the core of the
blade.
4.2.1 Correction for radiation exchange

The tunnel walls and fixed blade surfaces were at temperatures differing from those measured on the test blade surfaces; to simplify radiation calculation this effect was simulated by stipulating an envelope around the test blade, at a distance of one pitch, whose inner surface temperature was uniform at some value $T_W$. This radiation effective temperature may be deduced from the temperatures and geometry of the individual surround surfaces as follows:

$$T_W = \frac{\int \left( \frac{f_{TE}}{A_g} \cdot f_{LE} \cdot dA_g \right) \cdot s^2 \cdot T_w^4}{\sum \left( \frac{f_{TE}}{A_g} \cdot f_{LE} \cdot dA_g \right) \cdot s^2} \quad \quad \quad \quad \quad (11)$$

where

- $f_r$ = configuration factor between surround and test blade
- $y$ = distance between the origin of surround and test blade
- $T_w$ = surround temperature
- $S$ = blade pitch
- $A_g = L_g \cdot S_g$ = profile surface area.

The calculation was further simplified by neglecting radiation originating or incident at cone angles greater than 30°, measured from the perpendicular to the surface under consideration; furthermore all radiation within these conical limits was assumed to be of uniform intensity. Areas of influence, $A_g$, on the surface of the test blade were then measured considering the surrounds as emitters, and the distances between emitters and target centres were assumed to be equal to the root mean square values over the surfaces.

Thus

$$T_{WR} = \frac{\int \left( \frac{A_g \cdot s^2 \cdot T_w^4}{A_g \cdot s^2} \right) \cdot dA_g}{\sum \left( \frac{A_g \cdot s^2 \cdot T_w^4}{A_g \cdot s^2} \right) \cdot dA_g} \quad \quad \quad \quad \quad (12)$$

This effective temperature, which is plotted in Figure 5, was produced from a survey of the measured fixed blade surface temperatures and estimated tunnel wall surface temperatures over the test range.

Positive external radiant heat exchange was regarded as supplementing the convective heat transfer coefficient. The total flow of heat into the blade then becomes:

$$h_g A_g \left( T_g - T_{BM} \right) + A_g \cdot 2.805 \times 10^{-12} \left( \frac{T_{WR}^4 - T_{BM}^4}{A_g} \right). \quad \quad \quad (13)$$

If this is equated to $h_{GR} A_g \left( T_g - T_{BM} \right)$, it may be used to define a corrected value of heat transfer coefficient which can be introduced into the calculations in place of $h_g$. 
$h_{gr} = h_g \left(1 + \frac{2.803 \times 10^{-12} \left(T_{w} - T_{m}^4\right)}{h_g \left(T_g - T_{m}^4\right)}\right) = \frac{h_{gr}}{\eta_{gr}} \quad \ldots \quad (14)$

The parameter $\bar{x}$ may then be corrected:

$\bar{x}_r = \eta_{gr} \bar{x} \quad \ldots \quad \ldots \quad (15)$

and $\bar{k}_r$:

$\bar{k}_r = \frac{1 + \bar{x}_r}{\bar{x}} \cdot \frac{\bar{k}}{\bar{x}} \quad \ldots \quad \ldots \quad (16)$

When the radiation envelope temperatures of Figure 5 are converted to the relative scale, $\bar{T}_{gr} = T_{cm}/T_g - T_{cm}$, using the relevant values of gas effective temperature, they reduce to a unique relation with gas Reynolds number. This line is given in Figure 7(a), where it may be compared with the first approximation blade midspan surface temperatures. The radiation exchange at coolant flows 0.01 and 0.02 serves to reduce the convective heat transfer, particularly at low gas and coolant flows. Over the upper half of the Reynolds number range radiation supplements gas to blade convection when 3 per cent coolant is passed through the ventilating system.

4.2.2 Correction for variable cooling passage wall temperature

The distribution of the ventilating ducts in this profile is such that the flow of heat into the core of the blade is restricted to some extent by the presence of the cooling passages. Consequently the core side surfaces of the cooling passages were at lower temperatures than the profile perimeter sides, during the tests. If it is assumed that the cooling heat transfer coefficient is everywhere uniform, then the heat flowing to the coolant per unit area of passage surface would be proportional to $T_{bc} - T_{cm}$ from the core, and proportional to $T_{bm} - T_{cm}$ from the blade outside surface.

Figure 6 (taken from Reference 3, Figure 17(a)) gives the midspan core temperatures over the test range; these were taken to be effective at the core side surfaces of the ventilating passages, which area amounted to roughly one half of the total passage surface. The first approximation midspan coolant temperatures provided the $T_{cm}$ term. The calculation was then corrected for this partial insulation effect by multiplying the average inside heat transfer coefficient by a modifying factor, $\eta_{bc}$:

$\eta_{bc} = \frac{h_{bc}}{2} \left[1 + \frac{T_{bc} - T_{cm}/T_{bm} - T_{cm}}{1 + T_{bc} - T_{cm}/T_{bm} - T_{cm}}\right] \quad \ldots \quad \ldots \quad (17)$
\[ \eta_{sc} = \left\{ \frac{1}{1 + \left( \frac{T_{bc} - T_{c1}/T_{c1} - T_{c2}}{T_{c1} - T_{c1}/T_{c1} - T_{c2}} \right)} \right\} \]

The variation of \( \eta_{sc} \) over the test range is shown in Figure 7(b). The temperature drop from blade surface to core is increased as the heat flow into the blade is increased, i.e., as the relative blade surface temperature is reduced. This produces a pattern of \( \eta_{sc} \) similar in trend to that of the blade temperature with respect to the parameters Reynolds number, coolant flow and temperature ratio.

In Reference 1 the effectiveness of the geometrical cooling arrangement is denoted by a parameter \( \varepsilon = \frac{S_{c1}}{S_{c2}} \). If it is desired to refer to an effective reduction of this geometrical \( \varepsilon \) factor due to the core insulation, the above modifying factor may be applied as \( (\eta_{sc}) \varepsilon \).

The parameter \( \bar{X} \) may then be corrected as

\[ \bar{X}_{c} = \eta_{sc} \bar{X} \quad \ldots \ldots \ldots \ (18) \]

and \( \bar{X} \):

\[ \frac{\bar{X}_{c}}{\bar{X}} = \frac{1 + \bar{X}_{c} \bar{X}}{1 + \bar{X}} \quad \ldots \ldots \ldots \ (19) \]

4.2.3 Combined corrections

The two corrections, described in the preceding sections, are incorporated together in the calculation of ridgen blade and coolant relative temperatures given in Columns 3 and 4 of Table I. In these estimates the following parameters were used:

\[ \bar{X}_{c} = \eta_{sc} \bar{X} \quad \ldots \ldots \ldots \ (20) \]

\[ \bar{X}_{mc} = \frac{\bar{X}_{c}}{\bar{X}} \quad \ldots \ldots \ldots \ (21) \]

Prime values were used when applicable.
4.3 Coolant pressure drop

Using the corrected values of $T_c$ and $T_o$, but substituting $S = L_o$ to give $T_o$, the coolant outlet temperature $T_{oc}$ was calculated. From this, by an iterative method, the outlet Mach number $M_{oc}$ was estimated:

$$\frac{V_{oc}}{\sqrt{\gamma R_o T_{oc}}} = 0.0692 \psi R_o M_{oc} \sqrt{T_{oc}} \quad \ldots \ldots \ldots \quad (22)$$

This is listed in Column 6 of Table I.

The outlet Mach numbers are sufficiently low that the simplified pressure drop calculation, laid out in Reference 1, may be used. This gives, when the blade and cascade design dimensions are incorporated:

$$\frac{P_{ca} - P_{cm}}{\frac{1}{2} \rho S V_{ca}^2} = 5.15 \times 10^2 \psi^{0.9} \frac{T_{oc}}{T_{cm}} \quad \ldots \ldots \ldots \quad (23)$$

and

$$\frac{P_{ca} - P_{cm}}{\frac{1}{2} \rho S V_{ca}^2} = 2.12 \times 10^4 \psi^{-0.36} \left(\frac{T_{cm}/T_{cm}}{T_{cm}/T_{cm}}\right)^{1.12} \psi^{0.75} \left(0.616 + 0.442 \left(\frac{T_{cm}/T_{cm} - 1}{T_{cm}/T_{cm}}\right)\right)$$

(turbulent flow)

$$\ldots \ldots \ldots \quad (24)$$

or

$$5.74 \times 10^5 \psi^{-1} \left(\frac{T_{cm}/T_{cm}}{T_{cm}/T_{cm}}\right)^{1.63} \psi^{0.5} \left(\frac{T_{cm}/T_{cm}}{T_{cm}/T_{cm}}\right)^{0.75} \left(0.616 + 0.442 \left(\frac{T_{cm}/T_{cm} - 1}{T_{cm}/T_{cm}}\right)\right)$$

( laminar flow)

$$\ldots \ldots \ldots \quad (25)$$

The coolant outlet velocity head and channel total pressure drop, evaluated with $T_{cm}$, $T_{cm}$ and $T_{cm}$ deduced from Columns 4, 5 and 6, are listed separately and summed in Columns 7, 8 and 9 respectively, in Table I.

5.0 Comparison with test results

5.1 Midspan perimeter-average surface temperatures

The relevant test results, from Reference 2, are compared with the estimated values, from Column 5 of Table I, in Figure 8. Although the general trend with respect to Reynolds number at all coolant ratios appears similar in both cases, the spread of the curves due to temperature ratio effects, which is strongly marked in the test results, is under-emphasized by the estimating process. The curves estimated for a temperature ratio

$$\frac{T_{oc}}{T_{cm}} = 1.15$$

are in best agreement with their corresponding test values.

The variables can be separately examined in Figures 9 and 10.
In the former the relative temperatures are plotted against temperature ratio logarithmically, forming groups of straight lines when considered at constant coolant flow ratio or at constant Reynolds number. In both cases surface temperature is proportional to positive power functions of the temperature ratio, the exponent increasing both with increasing coolant ratio and increasing Reynolds number. Within the range of the investigation the test results gave temperature ratio exponents between 0.364 and 0.254, whereas within the same range the calculated effect varies between 0.022 and 0.07.

By extrapolating the lines of Figure 9, plots of surface temperature for unity temperature ratio may be obtained. Such a plot is presented in Figure 10. This discloses discrepancies between estimate and test in the relation between surface relative temperature and Reynolds number. At low Reynolds numbers the two cases agree at all coolant ratios, but at higher Reynolds numbers the estimated values are considerably higher than measured.

5.2 Cooling pressure drop

The estimated channel total pressure drop (Column 8 of Table I) and overall pressure drop (Column 9) are compared with the measured pressure drop in Figure 11. In general, the test results lie midway between the estimated drops at outlet Reynolds number = 2 × 10^6, but at 4 × 10^6 are nearer the estimated overall pressure drop. This could at first sight be ascribed to some velocity head recovery in the outlet manifold in the experimental arrangement.

In Figure 12 the coolant pressure drops, (test and estimated overall), are plotted logarithmically. The change in slope between the two modes of flow will be observed. A limit is drawn in on each coolant flow ratio group marking the points at which the coolant channel Reynolds number, calculated at estimated midspan conditions, has the value 2,300.

Also included in Figure 12 are lines at temperature ratio \( \frac{T_b}{T_{c1}} = 1 \). These apply to the turbulent flow points only, and were obtained by extrapolation on a logarithmic plot of pressure drop versus temperature ratio (Figure 13).

Over the range of Reynolds number within which the cooling flow is turbulent, the agreement between the unity temperature ratio plots of estimated overall and measured pressure drop is fairly good; at a coolant flow ratio of 0.01 the estimated line lies about 5 per cent below the test results; at \( \frac{W_c}{W_p} = 0.02 \) the estimate is some 4 to 5 per cent high and in the highest coolant flow group the plots lie well within 1 per cent of each other. As many of the test readings in the 1 per cent coolant flow group of results were of very low magnitude, it is thought that the explanation of the 5 per cent discrepancy between estimated and measured pressure drops lies within the bounds of probable experimental inaccuracy. The slopes of the plots also agree fairly well; here analytical inaccuracy could account for the small differences observed.

Concerning the relation between pressure drop and temperature ratio, it will be observed that Figure 13 displays some differences between the estimated and measured results. The slope of the test results shows a stronger dependence upon coolant flow ratio, varying from -0.25 at 1 per cent flow to -0.40 at 3 per cent, whereas the estimated variation is from -0.39 to -0.40 within the same limits.
6.0 Discussion

The estimate of midspan profile perimeter-mean temperature is considerably different from the test results, particularly in the matter of temperature ratio effect. When the blade relative temperature is expressed as a power function of temperature ratio the estimated exponents are approximately one third of the values derived from the test results. The various factors which could contribute to this discrepancy are:

(a) the viscosity-temperature and conductivity-temperature relations assumed in the design procedure,
(b) the gas/blade temperature ratio \( \left( \frac{T_E}{T_B} \right) \) effect introduced into the design procedure from Reference 2,
(c) the coolant/blade temperature ratio \( \left( \frac{T_d}{T_B} \right) \) effect incorporated in the design procedure and derived from the work described in Reference 4.

There is some disagreement between different authorities on the relationships in the temperature-dependent physical properties of air, particularly in the case of thermal conductivity. The data collected in Reference 5 yields, for example, viscosity \( \propto T^{-0.67} \), conductivity \( \propto T^{-0.86} \); the values used in the estimating procedure were those given in the original, which were viscosity \( \propto T^{-0.84} \) and conductivity \( \propto T^{-0.77} \). A simple analysis indicates that adoption of the Reference 5 data would increase the temperature ratio effect in the estimates by approximately 16 per cent.

The gas/blade temperature ratio effect (b) was determined experimentally on this particular profile, and is considered accurate to within \( \pm 1 \) per cent, up to the value 2.

The coolant/blade temperature ratio effect (c) adopted in the estimating procedure should properly be limited to coolant Reynolds numbers greater than \( 10^5 \): the bulk of the flows considered lie considerably below this value. The data presented in Reference 4 show a very much enhanced but irregular temperature ratio effect at these lower flows. An increase in the exponent of the \( \frac{T_d}{T_B} \) term on the coolant side obviously increases the overall temperature ratio \( \left( \frac{T_E}{T_B} \right) \) effect. It is suspected that this is probably the major cause of the discrepancies observed. However, the adoption of a variable exponent in the \( \frac{T_c}{T_B} \) term considerably complicates the estimating procedure, and consequently has not been explored.

When temperature ratio effects are taken out, the estimated mean temperatures are much nearer the measured values, although still outside the significant difference over most of the test range. The greatest discrepancy is about 0.05. The estimated mean temperatures are generally greater than measured; the discrepancy increases with gas outlet Reynolds number but not with coolant flow ratio, suggesting that the external Nusselt number - Reynolds number relation used has over-emphasised heat transfer coefficients at high Reynolds numbers. This effect may be traced to the non-uniform distribution of perimeter-average Nusselt number along the span of the test blade, predicted in Reference 2. Local
discrepancies in the perimeter-average coefficient from the whole surface-
average Nusselt number were themselves proportional to Reynolds number.
The midspan station was a location where the local values were generally
low, falling to +6 per cent below the average value at high flows with one
particular selection of combustion system. As the midspan deficit from
the surface average Nusselt number - Reynolds number relation was complex
and as the heat transfer over the rest of the span enters into the deter-
mination of the midspan surface temperatures by spanwise conduction and in
the coolant temperature rise, the known effect was ignored and the calcul-
ation carried out on the assumption that surface average values were
adequately representative.

The Mach number of the cooling flow near the outlet of the channels
does not exceed 0.6, and is generally below 0.4. The simplified pressure
drop calculation gives values which are in reasonable agreement with the
test results. When temperature ratio effects are eliminated the calcul-
ated overall pressure drop, which includes channel outlet velocity head,
agrees fairly well with the test results. However, the variation in the
temperature ratio effect is underestimated in the calculations; this is
probably a reflection of the discrepancies in the midspan surface tempera-
ture comparison.

7.0 Conclusions

Two additional features not included in the original have been
added to the general design procedure given in Reference 1. These are:

(a) radiation heat exchange between blade and surrounds,

(b) the debasing of the effectiveness of the ventilating system,
to allow for the variation of temperature around the cool-
ing duct perimeters.

In the particular cascade test arrangement which was investigated
the first feature had a small effect on blade surface temperature, amount-
ing generally to an additional cooling which lowered the midspan average
surface temperature by not more than 0.05 on the relative scale. The
second feature, which is inherent in the blade design and is not a tunnel
peculiarity, suggested that at high rates of heat flow through the blade
the effective value of the Z factor was only some 60 per cent of the
geometrical value: as a result of this correction the estimated average
surface temperatures rose by about 0.06 on the relative scale.

When the final calculated blade midspan average surface tempera-
tures, which included the above features and which were also based on
actual measured values of gas to blade heat transfer coefficients, were
compared with the test information, it appeared that:-

(a) the predictions were fairly accurate as far as Reynolds
numbers and coolant flow effects were concerned,

(b) the temperature ratio \( \frac{T_0 \bar{E}}{T_{col}} \) effect was underemphasised
in the estimating procedure.

The latter discrepancy amounted to the exponent in the \( \frac{T_0 \bar{E}}{T_{col}} \) term being
estimated at about one third of the value indicated in the test results.
It is suspected that the major reason for the discrepancy is the adoption of \( \left( \frac{m_c}{m_0} \right)^{0.88} \) in the coolant heat transfer equation (Section 4.1): it appears that at the values of coolant Reynolds number experienced here the exponent should be considerably greater. It is also possible that there is a second contributing cause: the choice of temperature relationship for the air viscosity and conductivity is not commonly agreed, particularly in the latter case, and it may be that the values selected in the analysis in Reference 1 are not accurate.

The comparison between measured and estimated coolant pressure drop shows good agreement except in the matter of temperature ratio effect. This is thought to be a reflection of the discrepancies in the surface temperature comparison.
<table>
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## Table I(a)

**Calculated performance**

<table>
<thead>
<tr>
<th>Gas temp.</th>
<th>Mach number</th>
<th>Reynolds number</th>
<th>Blade outlet</th>
<th>Coolant passage</th>
<th>First approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_g$</td>
<td>$M_2$</td>
<td>$R_2$</td>
<td>$\frac{W_c}{W_e}$</td>
<td>$\frac{R_{cm}}{R_{cm}}$</td>
<td>Midspan blade</td>
</tr>
<tr>
<td>523</td>
<td>0.25</td>
<td>2.37 x $10^6$</td>
<td>0.01</td>
<td>1.06 x $10^6$</td>
<td>0.717</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>3.92</td>
<td>0.557</td>
<td>0.330</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>5.65</td>
<td>0.456</td>
<td>0.255</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>2.43</td>
<td>0.738</td>
<td>0.451</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>8.09</td>
<td>0.543</td>
<td>0.341</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>7.00</td>
<td>0.442</td>
<td>0.314</td>
<td></td>
</tr>
<tr>
<td>773</td>
<td>0.45</td>
<td>3.64</td>
<td>0.01</td>
<td>5.09</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>7.80</td>
<td>0.424</td>
<td>0.221</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>3.69</td>
<td>0.688</td>
<td>0.421</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>4.71</td>
<td>0.529</td>
<td>0.288</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>11.41</td>
<td>0.424</td>
<td>0.221</td>
<td></td>
</tr>
<tr>
<td>1023</td>
<td>0.85</td>
<td>4.79</td>
<td>0.01</td>
<td>4.75</td>
<td>0.688</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>9.97</td>
<td>0.506</td>
<td>0.269</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>15.34</td>
<td>0.408</td>
<td>0.204</td>
<td></td>
</tr>
<tr>
<td>523</td>
<td>0.25</td>
<td>1.43</td>
<td>0.01</td>
<td>2.00</td>
<td>0.760</td>
</tr>
<tr>
<td></td>
<td>0.69</td>
<td>2.60</td>
<td>0.606</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>4.11</td>
<td>0.507</td>
<td>0.206</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>1.57</td>
<td>0.741</td>
<td>0.484</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>3.42</td>
<td>0.563</td>
<td>0.342</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>5.40</td>
<td>0.433</td>
<td>0.265</td>
<td></td>
</tr>
<tr>
<td>773</td>
<td>0.45</td>
<td>1.85</td>
<td>0.01</td>
<td>2.37</td>
<td>0.721</td>
</tr>
<tr>
<td></td>
<td>0.63</td>
<td>2.74</td>
<td>0.561</td>
<td>0.315</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>5.15</td>
<td>0.452</td>
<td>0.264</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>6.11</td>
<td>0.494</td>
<td>0.260</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>7.92</td>
<td>0.513</td>
<td>0.291</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>11.82</td>
<td>0.444</td>
<td>0.224</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>14.82</td>
<td>0.415</td>
<td>0.202</td>
<td></td>
</tr>
<tr>
<td>1023</td>
<td>0.25</td>
<td>1.04</td>
<td>0.01</td>
<td>0.89</td>
<td>0.794</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.89</td>
<td>0.794</td>
<td>0.560</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>1.99</td>
<td>0.638</td>
<td>0.385</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>3.16</td>
<td>0.552</td>
<td>0.316</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>1.15</td>
<td>0.772</td>
<td>0.526</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>2.56</td>
<td>0.623</td>
<td>0.377</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>4.10</td>
<td>0.528</td>
<td>0.296</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>1.75</td>
<td>0.741</td>
<td>0.473</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>3.89</td>
<td>0.588</td>
<td>0.333</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>6.21</td>
<td>0.491</td>
<td>0.260</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>2.88</td>
<td>0.722</td>
<td>0.433</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>6.58</td>
<td>0.565</td>
<td>0.302</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>10.19</td>
<td>0.467</td>
<td>0.234</td>
<td></td>
</tr>
</tbody>
</table>
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\[ \text{Coolant Pressure Drop} \]

\[ \frac{p_{c1} - p_{c2}}{\frac{1}{2} \rho g V_{g2}^2} \]

\[ R_2 \]

\[ 1 \times 5 \times 10^5 \]

\[ 6 \]

\[ \text{ESTIMATE} \]

\[ \text{TEST} \]